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Abstract 
In this work, a system based on a neural network implemented in an open-source 

programming language is developed in order to operate simple band systems as an 
alternative to other modeling platforms that require the use of a software license. An 

artificial neural network implementation in Python language is carried out with 

multilayer perceptrons, one-dimensional convolutional neural networks, short and 
long-term memory networks and transformers. In the development of this work, a 

precision of -17.5249 dB NMSE was obtained by a one-dimentional convolutional 
neural network for highly non-linear behavior. The objective of developing open-

source proposals is to use a free hardware development board that applies to 

specific wireless systems. The modeling system represents the preliminary stage for 
linearization and spectral correction processes in the case of RF transmission. 

Keywords: linearization, modeling, neural networks, wireless transmissions. 
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Resumen 
En este trabajo se desarrolla un sistema basado en una red neuronal 

implementada en un lenguaje de programación de código abierto con el fin de operar 

sistemas en banda simple como una alternativa a otras plataformas de modelado 

que requieren del uso de licencia de software. Se realiza una implementación de 

redes neuronales artificiales en el lenguaje Python con las arquitecturas de 

perceptrón multicapa, redes neuronales convolucionales de una dimensión, redes 

de memoria a corto y largo plazo y transformers. En el desarrollo de este trabajo se 

obtuvo una precisión de la implementación de la red neuronal convolucional de una 

dimensión de -17.5249 dB NMSE para un comportamiento altamente no lineal. El 

objetivo de desarrollar propuestas de código abierto es utilizar tarjetas de desarrollo 

de hardware libre que apliquen para ciertos sistemas inalámbricos. El sistema de 

modelado representa la etapa previa para procesos de linealización y corrección 

espectral en caso de una transmisión de RF. 

Palabras Clave: Linealización, modelado, redes neuronales, transmisiones 

inalámbricas. 

 

1. Introduction 
Telecommunication systems are used to connect devices across different 

locations and provide communication services to people who require them. In recent 

years there has been special interest in the development of wireless communication 
technology. Some efforts to improve the current connectivity situation in México 

include the proposal of the plan nacional de desarrollo (national plan of 
development) 2019-2024 to provide wireless Internet coverage to the whole country, 

in order to confront margination, poverty and integrate zones with lower productivity 

rates [Secretaría de Agricultura y Desarrollo Rural, 2019]. 
Due to the high demand for data transmission, the radio frequency (RF) spectrum 

availability is becoming increasingly scarce. Modern communication systems 
address this issue with spectrum-efficient modulated signals that optimize bandwidth 

usage. The main digital modulation techniques used in wireless communication are, 
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amplitude shift keying (ASK), frequency-shift keying (FSK), phase-shift keying 
(PSK), and quadrature amplitude modulation (QAM) [Kishore, 2019].  

Multiplexing techniques are used in conjunction with modulation techniques because 
they help to put more signals or information into a given bandwidth. Broadband 

schemes such as spread spectrum or code division multiple access (CDMA) and 

orthogonal frequency-division multiplexing (OFDM) allow many radios to share a 
single bandwidth [Frenzel, 2014]. Such complex modulation requires linear 

amplification over a wide frequency range to ensure no amplitude, frequency, or 
phase distortion. However, these transmission schemes have a high peak to 

average power ratio (PAPR), which possesses adverse effects on the efficiency and 

linearity of radio frequency (RF) power amplifiers (PA) [Raffo, 2010].  
The RF PA is an element in the transmit signal chain that increases the power of the 

signal so it reaches the antenna, however, when operating in the saturation region, 
it introduces undesired effects on the output signal, such as intermodulation products 

(IMD), memory effects, spectral regrowth and interference on adjacent channels. A 
technique used to compensate for this nonlinearity in RF PA is DPD. The main idea 

of DPD is to extract the inverse behavioral model in the digital domain for the 

nonlinear RF PA, then cascade the predistorter in the forward baseband. 
Consequently, the cascade of the nonlinear inverse model and RF PA will be a linear 

system [Zhang, 2019]. RF PA linearization and precise modeling are the best 
techniques to correct these undesired effects.  

There exists research about digital predistortion (DPD) linearization modeling based 

on cloud platforms using Python [Su, 2019]. The described approach works on a 
multiple PA concurrent system and uses radial basis function (RBF) neural networks 

for PA behavioral modeling. The method provides unified, centralized management 
for the deployment of hardware for data acquisition and training models. The work 

[Zhang, 2019] utilizes Python for digital predistortion behavioral modeling of RF PA 

with a vector decomposed time-delay neural network (VDTDNN), which achieves 
better linearization results when compared with other neural network-based models. 

This work develops a neural network implementation using four architectures with 
the open-source programming language Python as an alternative to other proposals 



Pistas Educativas, No. 141, enero 2022, México, Tecnológico Nacional de México en Celaya 
 

 

Pistas Educativas Vol. 43   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 

http://itcelaya.edu.mx/ojs/index.php/pistas 
~135~ 

developed in programming languages such as C language with the intention to 
implement it on a digital predistortion chain. Python was chosen because of the main 

benefits of code portability, legibility, and the flexibility of the language, as well as 
the vast amount packages it supports, including those in the category of scientific 

computation. 

 

2. Methods 
The nonlinear characteristics of the PA exhibit and amplification process firstly ni 

a linear region and other with saturation. These distortions are significant when the 

signal peaks approach the PAs saturation region, therefore the PA need to be driven 
at a lesser average power level [Rawat, 2020]. There exists a compromise between 

the linearity and power efficiency of the PA, where it is difficult to operate over the 
saturation point because it introduces nonlinear distortions on the output signal. 

A behavioral approach can be used to model power amplifiers by taking 

measurements and using them to create the amplification process, in this case plots 
are generated using the output voltages of a nonlinear behavior [Arabi, 2008]. An 

example is shown in figure 1 of an amplification process with highly nonlinear 
behavior. 

 

 
Figure 1 Plot of an amplification process of a highly nonlinear system. 

 
Because of the PA characteristics in terms of gain, the signal gets distorted and 

produces a transmission error. The in-band error can be measured with the 
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normalized mean squared error (NMSE) [Rawat, 2020] given in decibels by equation 
1. 

NMSE ≜ 10 log10 �
∑ |𝑦𝑦𝐼𝐼(𝑛𝑛) −𝑦𝑦(𝑛𝑛)|2𝑁𝑁
𝑛𝑛=1
∑ |𝑦𝑦𝐼𝐼(𝑛𝑛)|2𝑁𝑁
𝑛𝑛=1

�                                        (1) 

Where: 
𝑦𝑦𝐼𝐼(𝑛𝑛): Ideal or transmitted signal. 

𝑦𝑦(𝑛𝑛): Output signal. 

 

The Volterra model is able to represent the behavior of power amplifiers. Volterra 

series represent a combination of linear convolution and a power series; they can be 
used to describe the input/output relationship of a general nonlinear, causal, and 

time-invariant system with fading memory. However, its main disadvantage is that 
the number of parameters grows drastically in relation of the nonlinear order and 

memory length. This model is expressed mathematically as the equation 2. 

y(n) = ��…
𝑙𝑙1𝑘𝑘

� ℎ2𝑘𝑘+1(𝑙𝑙1, 𝑙𝑙2,… , 𝑙𝑙2𝑘𝑘+1)∗

𝑙𝑙2𝑘𝑘+1

�𝑥𝑥
𝑘𝑘+1

𝑖𝑖=1

(𝑛𝑛− 𝜏𝜏𝑖𝑖) � 𝑥𝑥∗(𝑛𝑛− 𝜏𝜏𝑖𝑖)𝑑𝑑𝜏𝜏2𝑘𝑘+1

2𝑘𝑘+1

𝑖𝑖=𝑘𝑘+2

     (2) 

Where: 
𝑥𝑥(𝑛𝑛): Input complex baseband signal. 

𝑦𝑦(𝑛𝑛): Output complex baseband signal. 
( )∗: Denotes complex conjugation (hermitinan). 

 

This equations complexity increases exponentially so its implementation results 
impractical for communication systems. The memory polynomial model (MPM) is a 

subset of the Volterra series comprised of derivation delays and static nonlinear 

functions; it represents a truncation of the general Volterra series that only considers 
diagonal terms. This results in significantly less parameters compared to the original 

series [Arabi, 2008]. The MPM considers both nonlinearity and memory effects 
present in power amplifiers and is given by the equation 3. The least square error 
(LSE) method is used to compute the 𝑎𝑎 coefficients for a given memory depth 𝑄𝑄 and 

polynomial order 𝐾𝐾.  
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y(n) = ��𝑎𝑎2𝑘𝑘−1,𝑞𝑞 |𝑥𝑥(𝑛𝑛− 𝑞𝑞)|2(𝑘𝑘−1)
𝐾𝐾

𝑘𝑘=1

𝑄𝑄

𝑞𝑞=0

𝑥𝑥(𝑛𝑛− 𝑞𝑞)                                (3) 

Where: 
𝑥𝑥(𝑛𝑛): Input complex baseband signal. 

𝑦𝑦(𝑛𝑛): Output complex baseband signal.  

𝑄𝑄: Memory depth. 

𝐾𝐾: Polynomial order. 

𝑎𝑎2𝑘𝑘−1,𝑞𝑞 : Complex coefficients. 

 

Another approach to PA behavioral modeling is the use of artificial neural networks 
(ANN). ANN is a model inspired by nature that processes information in a way 

analogous to how neurons function in a biological brain. The most basic architecture 
of a neural network is the perceptron. A single layer network, also called perceptron 

computes a linear combination of the inputs (with a possible bias term) called the net 

input. Then a possibly nonlinear activation function is applied to produce the net 
output. An activation function usually maps any real input into a usually bounded 

range, commonly used 0 to 1 or -1 to 1 [Warren, 1994]. A perceptron with a linear 
activation function could be considered a linear model. The output of the perceptron 

is given by the equation 4. 

pi = act�ai +� bijxi

nx

j=0

�                                                       (4) 

Where: 
pi: Predicted output. 

xj: Independent variable (input). 

ai: Bias for output layer. 

bij: Weight form input to output layer. 

 

More general functions can be constructed considering networks having successive 
layers of processing units, with connections running from every unit in one layer to 
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every unit in the next layer, but with no other connections permitted. This restriction 
makes the network feed-forward, so it does not contain any feedback loops.  

Such layered networks are easier to analyze and implement in software efficiently 
than other more general topologies.  

The units in the network which are not treated as output units are called hidden units 

[Bishop, 1995]. A multilayer neural network also referred as a multilayer perceptron 
(MLP) introduces a hidden layer of neurons with nonlinear activation functions and 

includes estimated weights between the inputs and the hidden layer. MLP are 
general purpose nonlinear models that given enough hidden neurons and data can 

approximate virtually any function to any degree of precision, for this reason they are 

known as universal approximators [Warren, 1994].  
This works uses a MLP to model a highly nonlinear RF PA; different number of layers 

and neurons were tested. The diagram in figure 2 shows the amplification of a signal 
using this model. 

 

 
Figure 2 MLP diagram. 

 
There are many ANN topologies that differ in the way data is processed over the 

network, for instance recurrent neural networks (RNN) use feedback connections to 
store representations of recent input events in the form of activations (short term 

memory, as opposed to long-term memory embodied by slowly changing weights) 

[Hochreiter,1997]. However, the error signals flowing backward in time tend to blow 
up or vanish, which may lead to oscillating weights or being unable to learn to bridge 

long time lags. Long short-term memory (LSTM) is a recurrent network designed to 
overcome these error backflow problems, using self-connected memory cells with 

gates that control the flow of information. A multiplicative input gate unit is introduced 
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to protect the memory contents from perturbation by irrelevant inputs and a 
multiplicative output gate is introduced to protect other units from perturbation by 

currently irrelevant memory contents. 
The error signal goes through the memory cell, and so the output gate will have to 

learn which errors to trap within the memory cell and the input gate will have to learn 

when to release errors and appropriate scale them [Hochreiter,1997]. The diagram 
in figure 3 represents the LSTM implementation used in this work; different numbers 

of cells were tested. 
 

 
Figure 3 LSTM diagram. 

 

2D convolutional neural networks (2D CNN) are a particular type of neural network 
where each neuron contains 2-D planes for weights, which is known as the kernel, 

and input and output which is known as the feature map. Each neuron performs a 

linear convolution between the image and corresponding filter to generate the input 
feature map of the neuron. Then the input feature map is passed through the 

activation function to generate the output feature map of the neuron of the 
convolution neuron. This process repeats until the scalar outputs are forward-

propagated through the fully - connected and output layers to produce the final 
output. An alternative of the 2D CNN called 1D convolutional neural network (1D 

CNN) has been recently adopted for real-time and low-cost applications due to its 

lower computational complexity. The main difference between 1D and 2D CNNs, is 
that 1D arrays replace 2D matrices for both kernels and feature maps [Kiranyaz, 

2021]. This work implements a 1D CNN which performs convolutions on the input 
signal; different number of layers and filters were tested with a static convolution 

window of 2. The diagram in figure 4 depicts the model. 
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Figure 4 1D CNN diagram. 

 
Transformers neural networks are an architecture that prevents recurrence and 

instead relies entirely on an attention mechanism to establish global dependencies 

between input and output [Vaswani, 2017]. Unlike other sequence models, the 
transformer architecture does the appropriate because this model has no recurrence 

or convolutions. The positional information of the data must also be fed as an input. 
One way to do this is to encode the positional information of the data with a function 

and add the encoded position to the input data. The functions defined in equation 5 

and equation 6 are used to encode positions using different frequencies. 

𝑃𝑃𝑃𝑃(𝑝𝑝𝑝𝑝𝑝𝑝,2𝑖𝑖)  = sin
𝑝𝑝𝑝𝑝𝑝𝑝

1000
2𝑖𝑖

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

                                                    (5) 

𝑃𝑃𝑃𝑃(𝑝𝑝𝑝𝑝𝑝𝑝,2𝑖𝑖+1)  = cos
𝑝𝑝𝑝𝑝𝑝𝑝

1000
2𝑖𝑖

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

                                                    (6) 

Where: 
𝑝𝑝𝑝𝑝𝑝𝑝: Position. 

𝑖𝑖: Dimension. 

 
That is, each method of position codification corresponds to a sinusoid. Wavelengths 
form a geometric progression from 2π to (1000) (2π). This method was chosen to 

encode the positional data in the transformer implementation used in this work. 

Additionally, transformers require inputs to be encoded, so a binary vector was used 
with the floating-point representation of each data point in the input data. An 

illustration of this model is shown in figure 5. 

The MLP, CNN, LSTM, and transformer architectures were implemented in this work 
using Python, Keras, and Tensorflow as the backend. The NMSE defined in equation 
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1 was used as the loss function for training. A sliding time window with six values of 
the input signal was used in the ANN experiments to predict the value of the amplified 

output signal. An illustration of this sliding window is shown in figure 6. 
 

 
Figure 5 Transformer diagram. 

 

 
Figure 6 Sliding window of 6 values used for the ANN models. 

 
The Adam optimizer was used with the default learning rate of 0.001. The models 

were trained in batches of 1024 values with 600 epoch and early stopping with 5 

patience. Both ReLu and ELU activation functions were tested in these experiments 
with no activation function at the output. These results were saved on a CSV file and 

a 32 bit hash was used as an identifier for each model. 
 

3. Results  
The best results for the ANN experiments were obtained from a CNN with five 

layers; the NMSE obtained for this model was -17.5249 dB. The table 1 displays the 
best results for each ANN architecture and figure 7 shows the plots of the 

amplification process for these results.  
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Table 1 Best result of the ANN experiments by architecture. 
Architecture Description Parameters Bytes NMSE 
CNN 5 layers 

2, 2, 4, 4 f ilters per layer 
81 648 B -17.5249 dB 

LSTM 4 cells 101 808 B -17.3609 dB 
Transformer 2 attention heads 10705 85640 B -17.0594 dB 
MLP 4 layers 

4, 4, 4, 1 neurons per layer 
53 424 B -11.6476 dB 

 

 

 
Figure 7 Amplification process of a highly nonlinear behavior of the ANN experiments. 

 

On average, the ANN experiments with the transformer architecture had the lowest 

NMSE, however they also have the highest parameter count and therefore the 
biggest size in bytes. The MLP model had the worst performance. The table 2 shows 

the average results with variability (standard deviation) of the ANN experiments 
grouped by architecture. 
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Table 2 Average results with variability of the ANN experiments by architecture. 
Architecture Parameters Bytes of memory NMSE 
Transformer 5027 ± 4145 40216 ± 33164 B -15.4790 ± 1.1789 dB 

LSTM 182 ± 181 1456 ± 1454 B -15.4264 ± 2.3190 dB 
CNN 323 ± 314 2584 ± 2519 B -14.4863 ± 4.1276 dB 
MLP 168 ± 115 1344 ± 920 B -10.8836 ± 0.8044 dB 

 

The NMSE in dB of each model for the amplification process curve was plotted in 
figure 8. From this plot it is understood that the CNN has a lower error in comparison 

to the MLP, LSTM and transformer models experimented in this work. 
 

 
Figure 8 NMSE in dB of each model. 

 

4. Discussion  
After observing the results of the Python implementation of the models, it is 

possible to notice they are close to what was expected. The ANN experiments used 

a comparable amount of parameters to a MPM with the exception of the transformer 
architecture. The experiments ran on a Google Colab notebook and took 1 hour and 

54 minutes to train all the ANN with 65,536 training data points each. The execution 
time of the model can change depending on hardware, and a future improvement 

could be implementing this on a DSP development board for a DPD chain and 

compare the speed and performance with other implementations. 
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5. Conclusions 
The best performing ANN was a CNN with 5 layers which achieved a -17.5249 

dB NMSE and the second to best was a LSTM with 4 cells and a -17.3609 dB NMSE 

for the amplification process of a highly nonlinear behavior. Although, the LSTM had 

a lower NMSE on average when compared to the CNN. These results were expected 
since these types of neural networks excel at processing sequences and are able to 

model the memory effects present in RF PAs. The transformer achieved a -17.0594 
dB NMSE, but it also was the model with the highest parameter count. This is likely 

due to having more inputs than the other models since they need to be encoded in 

a binary vector and also need positional encoding. Transformers are proficient at 
processing sequence data; it was likely for these results to be similar to those of the 

LSTM and CNN. Finally the worst performing ANN was the MLP with a NMSE of -
11.7476 dB. In general, artificial neural network models were able to model the 

behavior of RF PA in its dynamic range but presented problems when modeling its 

nonlinear regions. 
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